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This presentation will summarize recent findings on TID (Turkish
Sign Language) from the Computational Sign Language Lab at
the Department of Linguistics, Bogazi¢i University.

Pose Estimation in Sign Language:

1.Morphophonology and Articulatory Energy in Expressing
Complex Motions Events in TID and Age of Acquisition Effects
2.Complexity of Telicity Marking in TID

3.Getting to the Point: Deciphering the Linguistic
Multifunctionality of Pointing in TID

Use of Transformers in Sign Language
4.A road-map
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Morphophonology and Articulatory Energy
in Expressing Complex Motions Events in
TID and Age of Acquisition Effects

Onur Keles
Emre Bilgil
Kadir Gokgoz



Introduction

In a complex motion-event, an agent moves along a path with a

manner?.

Languages encode different ways of exponentiating manner and path in
these event.

1TaImy 1985; Benedicto et al. 2008; Ozyiirek et al. 2015; Supalla 1990
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Introduction

Sign languages in particular can encode path and manner by using:
» separate signs of manner and path (sequential form)
» as single sign (conflated form)

> or a combination of both (mixed form)?

e =" s

2This is what Slobin and Hoiting 1994 calls “path-focused (p. 493)"
eSS



Introduction

(1) Sample expressions for Walking on Toes on a Curved Path.

Sequenced:

Mixed:

Conflated:

Manner+Path




Background

Linguistic Deprivation

» 90 percent of all Deaf are late signers (i.e., born into hearing &
non-signing parents®)

» Late signers receive frequent & regular language exposure after
infancy starting from age 4 and onward*

3Mitchell and Karchmer 2004
4“Mayberry 2007; Mayberry et al. 2011



Background

Late signers may exhibit linguistic deprivation effects on:

» linguistic abilities in morphosyntax and sentential processing®

» |exicon®

» pragmatic abilities’

» and possibly on spatial language development

5Sevgi and Gokgdz 2023; Kayabasi and Gékgdz 2013; Cheng and Mayberry 20109;
Newport 1990

OKeles et al. 2022; Sehyr et al. 2018

"Keles et al. 2023; Cormier et al. 2013



Research Questions
» How are complex motion events expressed in Turkish Sign

Language (TID)?

» Can we estimate the energy spent during the articulation of
these complex events with computer vision?

» Do native and late signers differ the energy spent on the
expression of complex motion events in TID?




Stimuli

» 54 items: 9 Manners (Running, Walking-on-Toes, etc.) with 6 Paths
each (Curved, Circle, Zigzag, etc.) adapted from®.

SWIMMING

E

Circle Up-hill Down-hill p——
9, “d 7 -

Figure 3: Manner Stimuli Figuress: Fath Stimul

CRAWLING

Curved Coil Zigzag

’

WALKING ON TOES

8Supalla 1990




Participants

10 adult native signers
» 6 females; 4 males, all right-handed.

» All have deaf parents.

» Exposed to TID from birth.

» Age range at testing: 18-35 (mean age: 27.6).




Participants

10 adult native signers
» 6 females; 4 males, all right-handed.

» All have deaf parents.
» Exposed to TID from birth.

» Age range at testing: 18-35 (mean age: 27.6).

10 adult late signers
» 4 females; 6 males, all right-handed.

All have hearing parents.
Delayed exposure to TID.
TID learning starts with enrollment in a deaf school.

Age range at testing: 25-51 (mean age: 37.6).

vV v v v ¥V

Mean number of years TID used: 30.7.



We coded the string types as

» Sequenced (separate manner and path)

» Conflated (simultaneous manner and path)

» Mixed (at least one separate manner or path, followed/preceded by
a conflated form)

(2) Sample expressions for Walking on Toes on a Curved Path.

Sequenced:
Manner

Mixed: m

Manner

Manner+Path

a a A

Conflated:

Manner+Path




Pose Estimation and Energy Calculation

» For pose estimation, we took a set of screenshots from each
movement and processed the images in OpenPose library? in Python
by marking the torso, shoulder, elbow, wrist and fingers (3).

» To calculate a value for the estimated energy spent on a movement
within an expression we assigned relative values to joints according
to the body-mass moved by each factoring in the duration of active

joints (4).

» We calculated total and average values for each expression. We
measured the Right and Left side of the body separately.

9Cao et al. 2021



Pose Estimation and Energy Calculation

(3) Joint reference numbers and an

> ;
example output Step 1: Extract 8 frames

from the videos per second.

» Step 2: Run OpenPose on
each frame and get the
coordinates of the joints.

» Step 3: Then, calculate the
Euclid distance of each joint
between the consecutive
frames to calculate energy.

(4) Energy calculation

a. Relative values assigned to the joints: Body-midline = 5, Shoulder = 4,
Elbow = 3, Wrist = 2, Fingers =1
b. Formula

n

Duration of active joint i
Energy _ Z u | ive JOIr\ I

X Relative value of joint i

— Duration of entire sign
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300

200

Nativeness

Late
Native

Count

“onflated (Manner+Path Mixed

Sequenced
Event Type

Figure 5: Production of Complex Motion
Events by Event Type and Nativeness

» Late signers use
conflated forms more
than native signers.

» Native signers use
sequenced forms more
than native signers.




Results

Number
Predictors Incidence Rate Ratios CI p
Intercept 15.13 14.11 - 16.19 <0.001
Conflated 0.74 0.60-091  0.005
Sequenced 1.75 146-2.10 <0.001
Late 1.10 096-126 0.174
Conflated*Late 6.30-1435 <0.001
Sequenced*Late 0.10-0.20 <0.001

Observations 60

R? Nagelkerke  0.980

Figure 6: Poisson GLM Results

» Two Poisson GLMMs
(one with Nativeness as
predictor and other
without this predictor)
were fitted to the data.

» The model with
Nativeness as predictor
was found to be a better
fit for the data.




Results

15001

Estimated Articulatory Energy

1000

5001

01

1J277 afuey) Apog afeiaay

WSy a8uey ) Apog afeiaay

Conflated ( I\"iannchth) Mixed chuénccd

Event Type

Nativeness

Late
Native

Figure 7: Articulatory Energy by Event Type
and Nativeness

Energy spent on a complex
motion event increases with

» Late acquisition
» Using a sequenced form

» Using the dominant side

Age of Acquisition Effects
If a signer is a late acquirer,
more energy use on the

non-dominant side (i.e., "left
side of the body").




Results

Late - _QZJ.E_
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Nativeness, Body
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Figure 8: Mixed effects model results



Results

. — g8

» LME model fitted to
Energy values with
Nativeness, Body
Dominance and Event
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Figure 8: Mixed effects model results



Discussion

Summary of Results
» Late signers use conflated forms more, similar to home signers'®.
» Native signers used more sequenced forms than late signers.
» Similar frequency of mixed forms in both groups.
>

Although conflated forms decreased the use of energy, late signers
used more energy overall than native signers.

\ 4

Dominance x Nativeness interaction: Late signers used more energy
on the non-dominant side.

100zyiirek et al. 2015



Discussion

Implications
» Sequential exponence is the default strategy for natives.?

» Age-sensitivity in complex motion event production.
» Less inhibitation of the non-dominant side in late signers.

» The idea of Reactive Force?

4Supalla 1990
bSanders and Napoli
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Complexity of Telicity Marking in TID

Aysemin Yasar
Bahadir Kisbet
Kadir Gokgoz



Introduction

Telic Atelic
Semantically having an inherent end- Semantically lacking an inherent
point / goal end-point, perceived as ongoing
Bounded in nature Unbounded in nature

Lack the potential for completion,
have the potential to continue
indefinitely

Have the potential to reach a final
state / completion

: Homogeneous internal structure
Heterogeneous internal structure

Phonologically have an overt end- Phonologically not end-marked
marker




Kinematic Parameters: A
Quantative Analysis

Wilbur and her colleagues (2012)
employed Motion Capture to calculate
velocity values of event predicates

Steeper slope of deceleration 1n telic
events in ASL

However:
Not cost-effective

Signers do not really like using motion
capture tools

Gibet (2018)

Y ou cannot work with many people at
the same time



Methodology

Participant
Recruitment
« 15 Native Signers

|

Video Stimuli
» 24 Short Videos
* 4 Event Types (6
Videos per Type)

Data Analysis
- ELAN Software
32 Tiers for
Analysis

Y

|

Recording
- Signers' production
on Video

Pose Estimation
- Analyze
Phonological
Motion Profiles of
Telic & Atelic Events




Methodology

Our research draws on data from experiments
conducted by our Sign Language Lab, where 15
native signers and 15 late signers viewed 24 short
videos of various event types and provided
productions, recorded on video

Event predicates are detected and annotated along
with their phonological specifications for movement,
non-manuals, predicate forms and as well as
accompanying aspectual markers if present

A total of 984 event predicates (Native signers only)

Substantial distributional evidence which shows the
multidimensionality of telicity marking.

stim 34 [24] E

Targeted Predicate [114]
Analyses [114
Nonmanual-1 [114]
Nonmanual-2 [113]
Combination/Single NM-markers [113]
Type of NM-1 [113]

Type of NM-2 [101]

Type of NM-3 [73]

Type of NM-4 [31]

Type of NM-5 [12)

Type of NM-6 [0]
Combination Pattern [101]
Mouth Gesture Type [108]
Eye Aperture [36]
Eyebrow Movements [51]
Eye Gaze [90]

Cheeks [10]

Nose [1]

Head Movements [69]
Head Movements-2 (6]
Body Movements [47)
Repetition of Mouthing (0]
Aspectual Marker [77]
Type of Aspectual Marker [0]
Phonological Movement (o]
Manner-Path [90]

SVC Order [0]

Ground [77]

Type [79]

Predicate Form [114]
Perspective [114]

Comments [38]



- A

- Initially

novel,
approach as an alternative
for calculating similar values

cost-effective

computed

the

spatial positions of hand

joints

by

tracking

their

movement along the x and y

dXCS

. Relevant derivative values,
including average velocity,
peak velocity, and duration

249 @23
260 025

288 827

J/ B ’ ‘/ 8
@ 30 29 31

0. nose
1. left_eye_inner
2. left_eye
3. left_eye_outer
4. right_eye_inner
5. right_eye
6. right_eye_outer
7. left_ear
8. right_ear
9. mouth_left
10. mouth_right
11. left_shoulder
12. right_shoulder
13. left_elbow
14. right_elbow
15. left_wrist
16. right_wrist

17. left_pinky

18. right_pinky

19. left_index

20. right_index
21. left_thumb

22. right_thumb
23. left_hip

24. right_hip

25. left_knee

26. right_knee

27. left_ankle

28. right_ankle
29. left_heel

30. right_heel

31. left_foot_index
32. right_foot_index




Velocity Peak Unit Value

0.14

0.12

0.10

0.06

0.04

0.02

0.0

‘DISCOVER’ (Telic)

Velocity

30

0.0

‘EAT’ (Atelic)

- The velocity graphs of events illustrated a distinction in motion profiles

Peak Unit Value

- Calculating average velocity for each sign and subsequently determining the frequency

of peak value units forming above the average velocity line for each group

- Higher median count of peak unit values for atelic events around the average velocity
line, indicating a harmonic motion pattern that fluctuates around the average

velocity line

- In contrast, telic events displayed non- harmonic motion with typically one or two

peaks above the average velocity line



Distinct phonological motion profiles

Peak Unit Values

Higher median count
8 -- of peak unit values
for atelic events

2 - - - — - - -

ATELIC TELIC

The results seem to validate
our 1nitial 1mpressionistic
observations that these two
event types do have distinct
phonological motion profiles.
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Getting to the Point: Deciphering the Linguistic
Multifunctionality of Pointing in TID

Ece Eroglu
Kadir Gokgoz



Categorization

Locative Pronoun Demonstrative Weak

Demonstrative
Clitic




Extra Examples

Locative Pronoun Demonstrative Weak

Demonstrative
Clitic




Categorization

Possible Realizations:

V V N N

Corresponding to: LOCATIVE PRONOUN DEMONSTRATIVE&CLITIC

- The most frequent distribution 1s N. Pointing signs are interpreted to be a
demonstrative when they occur preceding or following a noun. When they
occur before, after or in between two Verbs

- In some cases, we see (Modifier) N (Modifier) ; that is the pointing sign is
observed at the beginning and the end of the NP.

We see this pattern more frequently when the Noun 1s modified by an
Adjective. (working hypothesis)

This might be marking the domain of the NP. ‘sandwich’LOOK



Analysis

Initial categorization based on observation i1s
followed by validating the categories with
Pose Estimation.

A blend of qualitative and quantitative
method.

e

Nose
Left eye inner
Left eye
Left_eye_outer
Right eye inner
Right eye
Right eye outer
Left ear

I I

Right ear
9. Mouth_left
10. Mouth_right

Q: Whether what we have seen as
‘distinctions’ could be mapped onto numbers.

11. Left _shoulder
12. Right_shoulder
13. Left_elbow

14. Right_elbow
15. Left wrist

16. Right_wrist

With the help of Pose Estimation, we have
transformed these pointing signs into solid

numeric ranges upon which hypotheses can
be built.




Quantifying Phonology: The Metrics of Pointing Signs

12 : - The concern regarding
) ﬁ terminology is
B V : : irrelevant.
| |
S : - Validates our initial
004_ o o observations showing
T . that these signs are
°‘2' distinctly characterized
0l L | — — by considerable
oET PRO cumc 100 variance.

CATEGORIES

381 pointing signs in total (Free-Demonstratives, 228; Clitic-
Demonstratives, 73; Pronouns, 54; Locatives, 26)




Quantifying Phonology: The Metrics of Pointing Signs

The Mean Distance Change Away From The Torso

124
O
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i o)
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| |
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Discussion

: : agreement
pointing ———> locative ———)>demonstrative ——— personal ——) mg;rker
gesture pronoun pronoun N

x auxiliaries
demonstrative ) clitic
prosodically stronger forms prosodically weaker forms




About Late Signers

Prediction:

As TID is very actively making use of locatives, pronouns, and
demonstratives.

In my opinion, these classes’ frequencies might have more to say for the late
signers’ adoption of the system.

Late signers might be making use of all classes, but maybe with a lower rate
of clitics.

They might not be using clitics at all.

Results (ongoing):
It seems that they are more actively using clitics than any other class!
No immportant statistical difference between the distributions.

However, they seem to be making use of a spatial strategy, namely LOCUS
less.

Prediction: They might be utilizing space less efficiently!




Transformers

Use of Transformers in Sign Language

Many thanks to Karahan Sahin



Check out Karahan’s Computational SL projects

» O @‘\ Update )

§ & 5 ApostoB [ Watch®™ EF LibZ B35 Uni 3 Job [ Blogs [ Courses [F Projects Conf. B3 Other Bookmarks

> 2 Stop

Select vids

Sign Phonological Feature Detection

data/samples/vZ.mp4|




Check out Karahan’s Computational SL projects

Sign-LLM: All experiments regarding
continuous sign language translation

sign-lim-base

All experiments regarding continuous sign language translation

List of experiments for SLR-SLT system

1. Dataset(s):

These are the datasets for experimentation. The continupus

Dataset Name Description Types Status Publish Status

TIDSozllk Toy Dataset Isolated/Cont.  Vid + Pose -Publish (-SLR) (-SLT)

TID Benchmark O Vid + Pose

BSign22k

Isolated +Publish (+SLR) (+SLT)

AUTSL

PhoenixWeather

Content4All

DGS Corpus

SEBEDER

TID Benchmark 1
DGS
DGS / Swiss
DGS

TID

Isolated
Continuous
Continuous
Continuous

Continuous

Vid + Pose

Vid + Pose

Vid + Pose

Vid + Pose

Vid

+Publish (+SLR) (+SLT)
+Publish (+SLR) (+SLT)
+Publish (+SLR) (+SLT)
+Publish (-SLR) (-SLT)

-Publish (+SLR) (+SLT)




Follow Karahan Sahin on Github |

Karahan’s Github Page:

[m] R % (=]
T
T;'{'
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SignLLM Inference

|

SignLLM Training

LLMs are Good Sign Language Translators

Video Clips X

Model g

Discrete
Feature Z

Feature Z

Visual

Encoder E,,

Video
Clips X

Vector-Quantized Visual Sign Module

Visual

Encoder E,

Discrete Sign Sequence Z

S—

Autoregressive ,
4

>

 ———

) > S2 S3 S4 Sm S5 S1

Char-level Codebook S$¢

Vector-Quantized Visual Sign (VQ-Sign) Module

Char-level
Codebook S¢

Vo)
\NY
N2
\ oo
\

4 v

§1 S2 53 Sm

—— -

Codebook Reconstruction and Alignment Module

Sign Sentence W
3 > 525354 SMSs

Word-level éodebook sv

Text Output Y

“am nachmittag wird es
dann freundlicher”

4
~ Large Language
Model (LLM)
f

“Translate the following
sign video into German :”

$25354 SmMSs5 $1

S1 T/

} uonafo.d

Codebook Reconstruction and Alignment (CRA) Module

Codebook Reconstruction

Search for the optimal
word-level codebook via

an optimal transport
formulation

Sign Token Space

Word-level
Codebook SV

1 Narrow gap
| viaMMD
v

S; Sy 8 Sm LLM Text Token Space

S5 S11 87 Sz :

S21 S11




SIGN2GPT: Leveraging Large Language Models for

Gloss-Free Sign Language Translation

I
|
I E? : Downstream Translation Stage
' = 1 Z Sign Features — :
: 2 ! . und nun die wettervorhersage ...
| o | ]
! % : = I . T i
I o | wettervorhersage ! - Sign Encoder . I 22\ ]
| pe far ' = P : A . % I
: r morgen L o . A L = :
: = samstag 5 , Z* Spatial Features : — |3 GPT |
| & zweiten = i | A ‘ XGLM I
I e oktober 5 o . : A ( ) !
| R U ' 3 . : - / I

4 tial Model
' und nun die wettervorhersage fiir | 2 i Spa- e 9 © : T _ !
' morgen samstag den zweiten 1 [y (Dino-V2ViT) . <bos> und nun die ... :
: oktober FSUSEISTES SRS FUR ) i S el .
""""""""""""" Key:

;’% frozen weights A trainable weights




BEST: BERT Pre-Training for Sign Language

Recognition with Coupling Tokenization

_ \Eseudo Triplet Unit Label

o e om0 w0 T e e e
615 212 105 -+ 265 105 678 | Lmmmpmmmpm e m e mm o p e e e
| [z 413 260 ... 300 122 77 | [ t 1 t —— det 4 ]
I ; A 4 4 A o % - 5 5
Pre-Trained Tokenizer :"1- T o PO -1": :--1--_[--:
s R — - - — [ S N
D . SO S L S .
| . ' : Transformer Encoder
! Body .‘ \ ! )
i / ‘\ . 3 B E 1 2 3 —— T-2 T-1 T
| L-Hand | /) v, =50\ + + + + + +
: il J =\ ; vl | oo [ vl | v vajovojovy
| \ “ | : 1 1
| Input Pose Triplet Unit | Pose Embedding Layer




Towards Privacy-Aware Sign Language Translation at Scale

I. Self-supervised Video Pretraining (MAE) II. Supervised Sign Language Translation
Masked Input Target Input
Feature Projection Target Translation
| SignHiera ViT SlgnHlera Pretramed “A two-year old cat
— , Encoder Decoder Encoder named Willow”
l

Transfer parameters

Figure 1: Overview of our two-stage SSVP-SLT method. The first stage consists of training a SignHiera encoder
via masked autoencoding (MAE) on blurred video frames. In the second stage, a pretrained TS model is finetuned
for SLT while the pretrained SignHiera is kept frozen (). The input video in the second stage can be unblurred.




What 1s next?

ROADMAP

1. Transform Sign Language Videos
as Structurally-Aware pseudo-
words

2. Apply Large Language Modeling
Objectives

3. Map to SignLLMs with
SpokenLLMs




THANK YOU!

Any questions or comments?




CONNECT WITH ME!




